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API Misuse - Exploring Weaknesses with Red Team Approach

I. Introduction

1.1 Background information

Artificial intelligence is a computer system that can perform tasks that normally require a

certain amount of intelligence and ability to complete, such as learning, research and problem

solving. AI has a wide range of applications in various aspects such as medical care, finance,

transportation, and services. For example, in healthcare, AI is being used to help with patient

outpatient visits, diagnose diseases, make plans, and monitor patient signs. In finance, AI is

being used to serve customers, detect fluctuations in financial markets, and make investment

decisions. In transportation, AI is being used to manage traffic, optimize traffic routes, and help

automate driving. APIs are routines and tools for building software applications that allow

different software systems to communicate with each other and enable developers to easily

access data. AI and APIs are often used together to create powerful applications that automate

tasks, improve customer experience, and increase efficiency.

According to WASHINGTON, Feb. 21, 2023 (GLOBE NEWSWIRE) -- The Global API

Management Market is valued at USD 4,198.6 Million in 2021 and is projected to reach a value



of USD 15863.24 Million by 2028 at a CAGR (Compound Annual Growth Rate) of 24.8% over

the forecast period 2022-2028. This represents a growing market for artificial intelligence

systems, with an increasing demand for APIs.

APIs are increasingly used in various fields to facilitate communication and linkage between

different systems. However, the overuse of APIs has also raised concerns among people and

society about their potential misuse. Artificial intelligence is powerful, and excessive abuse may

lead to API violations of privacy, personal information and data leakage, and endanger

individuals and society. Individuals or organizations that misuse the API can have serious

consequences, including financial loss and legal liability.

1.2 Problem Statement

The purpose of this section is to emphasize the need to understand and address API

misuse in order to prevent harm to individuals and society at large. Discuss potential risks

associated with API misuse and possible problems and consequences.

The overuse of APIs raises concerns about their misuse, which can be costly for

individuals and society. Therefore, in order to avoid losses due to misuse of APIs, it is necessary

to understand the problems of API misuse and the consequences of these problems on

individuals and society.

Privacy and data security: AI and API systems rely on analyzing large amounts of data,

which can be personal, private, and sensitive. If this data is not properly protected, it can be

vulnerable to hacking, theft or misuse, resulting in the disclosure of personal and organizational

information.



Information and dissemination: As AI and API systems have been gradually integrated

into people's lives, but they are not authoritative and 100% correct, they may spread wrong

information and cause losses to people or organizations that believe in the information.

Physical damage: AI and API systems are widely used in various parts of life, especially to

control physical devices, such as medical equipment and self-driving cars. If these systems

malfunction or are deliberately misused, there is a high potential for bodily harm.

With these issues, developers must develop responsible AI operating models that

prioritize safety and security, which involves identifying and addressing potential risks

associated with API misuse and developing prevention strategies. Developers need to develop

responsible AI systems and should take into account privacy, safety, and ethical concerns. This

includes designing AI systems that are transparent, explainable, and accountable, and ensuring

that they comply with relevant laws and regulations.

1.3 Purpose of the Study

This section states that the purpose of the research is to address the possibility of API

misuse and to explore potential abuse possibilities by using a red team approach to identify

currently built API frameworks.

The red team method is to create a team to act as an attacker, trying to identify the

weaknesses and vulnerabilities in the API system to determine the potential risks related to API

abuse, including personal information, privacy, data security and other aspects. By using a red

team approach, we can recognize potential risks associated with API misuse and then take

appropriate steps to prevent such risks.



The results of this study will help reduce potential risk in API operating models. By using

a red team approach to identify weaknesses in current systems and identify risks associated with

API misuse, the use of AI technology can be facilitated, its misuse prevented, and the welfare of

all stakeholders promoted.

1.4 Research Questions

The purpose of this section is to list the key research questions that the study aims to

answer, including the different types of API misuse, consequences of misuse, and effective red

teaming approaches.

1. What are the different types of API misuse, and what are the consequences for

individuals, organizations, and society at large?

2. How can an effective red team approach be used to identify potential risks associated

with API misuse, and how to practice such a red team approach?

3. How does AI development affect ethics and law? How can governments set boundaries

for the development and use of AI technologies and ensure their responsible use?

4. How can AI and APIs be made abuse-free, and what role can methods and laws play in

achieving this goal?

These research questions aim to understand and address potential risks associated with

API misuse and the need to develop API operational models. By answering these questions, it is

possible to effectively recognize API misuse and use an effective red team approach to recognize

potential risks associated with APIs.



II. Review

2.1 Possibilities and Consequences of Misuse of the API

The purpose of this section is to discuss how APIs can be misused, provide examples of

different types of API misuse, and discuss the consequences of API misuse for individuals,

organizations, and society.

The increasing use of AI and APIs, which have gradually become integrated into our

lives, has raised concerns about their potential for misuse. APIs can be misused in many ways,

threatening individuals, organizations, and society at large.

The first way APIs can be abused is by intentionally introducing information and data

bias into AI models. The operating mode of the AI system is based on a large amount of

information and data. If someone maliciously provides a large amount of biased data to the API

and conducts malicious training on the API, it may produce inaccurate or discriminatory data

results.

The second way APIs are abused is through malicious intent to gain unauthorized access

to systems and data. Attackers have unlimited access to brute force attacks using APIs to gain

access to other people's systems and data. Attackers can also manipulate API passing parameters

to gain unauthorized access and perform malicious actions. This may lead to personal identity

theft or information being leaked maliciously, which facilitates the perpetrator's financial fraud

and other consequences.

The third way of abusing APIs is to use APIs to automatically generate and disseminate

false information to achieve the purpose of cyber violence against others and manipulation of

public opinion. Attackers can use APIs to create chatbots that automatically spread false

information 24 hours a day, causing great damage to the network environment.



The fourth way to abuse the API is to use the API to carry out denial of service attacks.

The attacker caused a large number of requests to be sent to the API, which overloaded it and

made it unusable for ordinary users. This could have catastrophic consequences for organizations

and businesses that require intelligent systems, such as medical equipment in hospitals,

intelligent data analysis systems in financial institutions, smart self-driving cars in the

transportation sector, etc.

The fifth way APIs can be abused is through the malicious use of AI generation for

counterfeiting and deception. A deepfake is a deeply digitally processed synthetic medium that

specifically refers to the application of artificial intelligence-based human image synthesis

technology that can convincingly replace one person's likeness with another's. This technique

superimposes an existing image or video onto a target image or video. The technology to fake

facial expressions and present them on target video emerged in 2016, allowing near-real-time

fake facial expressions in existing 2D videos of the clerical staff. If it is used maliciously, it will

cause serious consequences, such as forging faces for fraud, changing faces of targets for

pornographic revenge and political manipulation, which can damage the reputation of individuals

and organizations, and cause social unrest.

Overall, the consequences of API misuse are severe for individuals, organizations, and

society. As mentioned above, misuse may lead to data bias, loss of privacy and data security,

damage to the network environment, harm and economic loss to others and organizations, and a

decline in public trust in AI technology.



2.2 Cases and reasons for API misuse

The purpose of this section is to discuss the real cases and impacts of API abuse, and

analyze the reasons for API abuse and factors that are difficult to prevent.

In 2018, the ICO found in its investigation that Facebook had violated data protection

laws and failed to protect the security of users' personal information, allowing Cambridge

Analytica, a private data analysis company, to use AI to collect data on 87 million people. The

current company used the data to work for the Trump campaign and used it to influence the

election.

In 2019, former Amazon engineer Paige Thompson hacked the accounts of 100 million

credit card users in one of the largest data breaches in U.S. history. She has used a software tool

built by Amazon Web Services to find misconfigured accounts, obtaining data from more than

100 million Capital One users, including 120,000 Social Security numbers and approximately

77,000 bank account numbers, causing damage to companies and individuals More than $250

million in losses.

In 2021, T-Mobile, a mobile communications brand owned by Deutsche Telekom,

suffered a data breach, exposing the records of 37 million customers. Hackers gained access to

T-Mobile customer information using a single Application Programming Interface (API). The

data accessed reportedly included information such as names, billing addresses, emails, phone

numbers, dates of birth, account numbers, and account line counts and service plan features.

Some customers' sensitive information was also compromised, including their Social Security

numbers and driver's license/ID information as well as T-Mobile account PINs. But it has raised

concerns about data privacy and cybersecurity.



These real cases of API misuse have caused serious damage to individuals, organizations,

and society, leading to loss of user privacy and data, resulting in huge economic losses, and at the

same time causing people to mistrust APIs.

The first reason for API misuse is its poor security. APIs are vulnerable to offensive

actions such as SQL code entry, various scripts, and hacking. And the API does not employ

efficient security protocols, such as authentication and encryption of information.

The second reason for API misuse is the lack of systematic monitoring. Without proper

monitoring of the API, it is difficult to detect abnormal activities and malicious behaviors of

users on the API, and it is impossible to react and resist these behaviors.

The third reason for API misuse is the difficulty of distinguishing legitimate behavior

from malicious use. APIs allow all developers to access and create data in creative ways, making

it difficult to distinguish between legitimate and malicious use by users.

API misuse is an important problem that can be extremely harmful. The security,

flexibility, and difficulty of distinguishing between legitimate and illegitimate APIs make

preventing all API abuse extremely difficult.

2.3 Existing frameworks for API

The purpose of this section is to illustrate the current framework of the API, to examine

the current framework of the API and its limitations. Discuss different frameworks such as IEEE

Ethics by Design, AI Responsibility, and AI Governance. Analyze the limitations of these

frameworks in addressing API misuse.

The existing framework of the API is mainly based on the Representational State Transfer

software architectural style. This framework is stateless and widely used for its simplicity,



extensibility, and flexibility. Where the receiver does not keep any session information, the client

sends relevant information to the receiver so that each transmitted packet can be understood in

isolation without context information from previous packets in the session.

This framework has limitations in terms of security and privacy. Because API endpoints

can be vulnerable to malicious behavior such as authentication bypass and denial of service,

potentially exposing user sensitive data and personally identifiable information.

To address its limitations, there are a few other frameworks that might come into play.

The Ethically Aligned Design framework addresses the model process of ethical issues during

system design, embedding ethical considerations into API systems, emphasizing the importance

of privacy and data in AI systems. The Responsible AI framework is the practice of designing,

developing, and deploying AI to empower the development and use of AI, and to equitably

impact users and society, build trust, and scale AI confidently. The AI Governance framework

means that there should be a legal framework to ensure that machine learning technologies are

well researched and developed to help humans adopt AI systems fairly.

These various frameworks help promote ethical API development and usage, but they

don't really address API misuse. For example, these frameworks may not be able to react to the

malicious actions of attackers. Therefore, it is important to continuously develop and update API

frameworks to ensure they are addressing API misuse.



2.4 Red Team Approach

The purpose of this section describes the concept of the red team and how it works in AI

and API. An overview of different approaches to red teaming, such as threat modeling and

penetration testing. Discuss the effectiveness of these methods in identifying API misuse and

preventing harm.

A red team approach is a proactive approach to security that simulates an attacker to test

and assess the security of an organization's system, network, or application. By simulating

real-world attacks, red teams can help identify sensitive data and system vulnerabilities that

could be used by malicious actors to compromise an organization, test a system's defenses and

responsiveness to potential attacks, and the effectiveness of system security controls.

In AI and API operations, red teams are important to identify potential threats they may

pose. AI systems and APIs are vulnerable to various attacks that manipulate or infect the data

used to train and evaluate models, including data poisoning and model theft, resulting in

incorrect data output. The red team can help identify potential risks in the system in advance and

provide efficient suggestions by simulating attacks.

Threat modeling, a popular approach to red teams, involves identifying vulnerabilities

and potential threats to AI and API systems, and assessing their likely consequences and impact.

Threat modeling also identifies the various stakeholders involved in the system, including their

roles and responsibilities, the data and processes they have access to. Red teams can then use this

vital information to assess the security performance of the system and help organizations identify

potential threats and vulnerabilities and prioritize their security efforts accordingly.

Penetration testing is also a common approach to red teams, which attempts to simulate

an attacker to exploit vulnerabilities in AI and API systems to demonstrate the potential impact



of an attack. This method also includes attempts to bypass authentication, exploiting

vulnerabilities in system code to achieve specific results. Red teams can then use this

information to help organizations understand the potential impact of AI and APIs, identify areas

where their security measures are weak, and provide recommendations to improve system

security.

In addition to threat modeling and penetration testing, red teams have a number of other

methods and procedures, such as vulnerability scanning, social engineering, and physical

security testing. These methods can also help detect and identify vulnerabilities and potential

risks in AI and API systems.

Red teams are an important part of cybersecurity, especially for AI and API systems.

How well a red team can identify API misuse and prevent potential harm depends on a variety of

factors, including the red team's approach to testing, the quality of the AI and API tested, the

expertise of the red team members, and more. When executed properly, red teams can help

improve security systems and prevent potential breaches, becoming an effective way to reduce

AI and API misuse and potential risks.



III. Methods

3.1 Research Design

Research related to API misuse and red teaming for a system that communicates with an

AI model is best suited towards a combination of both qualitative and quantitative data

collection. Cyber security personnel and software engineers familiar with API systems can

provide reasonable discussion towards the challenges of preventing API misuse and insight

towards mitigating security risks.

Quantitative data collection will typically gather a large sum of details provided by cyber

security personnel and software developers to find patterns related to potential API misuse and

later reduce those details into certain categories to be reflected towards red team methods. Areas

such as denial of service, injection attacks, authentication, data exposure, or insufficient logging

and monitoring are groups where cyber security professionals can create red team strategies to

mitigate the security risks of an API system.

Qualitative data collection would focus more on the intricacies of handling these API

misuse categories to narrow a red team to efficient solutions for each case. Discussions can also

be made by researchers and software developers to target areas not easily reflected by data.

Social engineering attacks need to be evaluated from a different angle since there often isn’t data

to show all possible vulnerabilities. As for the other possible API attacks towards a system,

researchers can explore the details provided in the large sample collected during the quantitative

data collection stage. Questions and analysis can be done to better target susceptibility specific to

the API system and have red teams focus on developing techniques to change the system

security.



Regression analysis and descriptive statistics are statistical techniques used to sift through

quantitative data to identify patterns or trends to be pushed towards cyber security professionals

to later create the set of rules required by red teaming.

3.2 Data Collection

3.2.1 Sources

There’s a large variety of sources where data collection can be done related to API misuse

and handling of red team methods. Academic research, interviews with software engineers with

experience in AI, and personally curated data taken from an API’s operating environment are

examples of potential sources.

Academic literature can have valuable information taken from established API systems

and take the latest research from the current market to help bridge knowledge needed to tackle

the vulnerabilities of the system being developed. Any gaps in knowledge not reflected by

personally curated data can be filled to provide the best possible case of security.

Interviews with software engineers, cyber security, and IT professionals can show

valuable insight towards the best practices in the field of APIs and red teaming angles. Each has

their respective experiences that use different angles to provide deeper understandings of the

tactics, motivations, and behaviors of malicious actors. Those with specialty or expertise in AI

can communicate specific methods tailored towards API misuse related to machine learning and

AI networks where data flows continuously with constant change and improvement.

Data coming from the API system directly will contain the most accurate understanding

of susceptibilities in a system. Different APIs can have a varying set of strengths and weaknesses

dependent on the data being pushed to other applications and programs. Using data that came



from the source of the project will show the specific issues with a system and cyber security

teams can focus on red team strategies to build the system where it’s most vulnerable.

3.2.2 Procedures

There are ethical considerations when it comes to collecting large samples of data.

Especially in the field of AI, it’s difficult to obtain consent from participating parties correctly

and in a way that encompasses all the data being collected. Data collection must ensure

confidentiality and anonymity where needed and minimize harm towards individuals where data

isn’t traced directly back to them maliciously.

Security of data is critical to prevent unauthorized access or breaches to data. Preemptive

measures to cyber attacks by handling proper encryption, authorization, and firewalls encourages

healthy and productive tests by red teams.

3.3 Data Analysis

Coding, classification, and pattern recognition are analysis techniques to derive results

from a large sample of new data. Coding categorizes data into certain themes. Examples

mentioned earlier include denial of service, injection, and authentication attacks. Assigning data

further into specific concepts inside these categories helps organize data into an easier pool to

analyze. Classification sorts data on specific criteria and targets identifying similarities and

differences to help find certain trends and patterns. Pattern recognition will use statistical

analysis tools to find the relationships and correlations across the categorized data and its

different variables.

3.4 Limitations and Boundaries

There are still potential limitations and boundaries to be considered when researching the

application of API misuse and developing techniques with regards to red teaming.



As mentioned previously, ethical considerations are important in dictating the proper

usage of an API. With a large quantity of data that may contain a multitude of private

information, it’s difficult to assess the ethical participation of individuals inputting their data

without guaranteeing the security of a system. Red teaming is crucial when testing the security of

an API system as it reveals potential issues necessary for cyber security personnel and software

developers to improve upon.

Sample size is a factor during data collection. Small amounts of data coming from a

certain category of security may not provide a representative subset of data that easily solves

main issues under that category. Results may not be generalizable and the effectiveness of cyber

securities developing red teaming methods targeting the category with a small sample size may

not be efficient.

Time frame is an important variable to show the longevity of an API system, showing

how an API can prevent misuse over a long period of environmental changes and determining its

adaptability. Red teaming that occurs under short periods of time may not be representative of

long term misuse trends.

Scope can change the way data is analyzed during a study. Too broad of a scope and

detailed analysis can be missing when figuring out the cause of a breach or origins of an

injection. Too narrow and some of the larger ideas in a red team approach can be missing in

times where instructions need to be followed to mitigate impending damage to the integrity of an

API.

3.5 Exercises

Cyber security teams must develop a strong understanding of the potential attacks on API

systems or there can be expensive damage regarding the integrity of data or leakage of private



information related to an API’s respective usage in an application or program. A red team

approach will consist of creating tests and scenarios to check the effectiveness of an API’s

security and identify vulnerabilities or angles potential attackers can use to exploit the data

communicated using an API. The methodology of red teaming includes widening the approach

towards penetration testing, threat modeling, and vulnerability suppression.

3.5.1 Penetration Testing

Penetration testing simulates attacks on an API system to help discover areas where an

API system is weak or vulnerable. Red teams would typically make a variety of attempts of brute

forcing their way into accessing an API to find and abuse weaknesses in the system’s security

and recommend ways of solving those issues. Exploiting unsecured endpoints, insecure input

validation, weak authentication, uncapped rate limits, or unauthorized access control are a few of

the variety of directions penetration testers can take to try manipulating, modifying, and stealing

data being passed through an API system.

Penetration testing can be categorized in three ways, black-box testing, white-box testing,

and gray-box testing. Black-box testing usually tests the system without having prior knowledge

of an API’s existing security measures and architecture. The intention of black-box testing is to

simulate an average user finding surface-level flaws trying for a desired outcome. White-box

testing is going in with a comprehensive understanding of a system’s architecture and security.

Testing is more advanced and carries more weight towards internal knowledge to locate design

errors within the system. Gray-box testing incorporates more limited or realistic knowledge of a

system’s details, better representative of simulating an attacker from the outside. A malicious

user with illegitimate access is more likely to have the resources used during gray-box testing,



not knowing the direct architecture and security designs used for an API and left to discover

vulnerabilities by their own path.

Maintaining solid API hygiene is critical to reducing risk data exposure. Prioritizing

vulnerabilities and testing both application and API security reduces the chances of an attacker

compromising a system from both ends.

3.5.2 Social Engineering

Social engineering typically involves attackers attempting to manipulate personnel within

the group they’re targeting into unintentionally or unexpectedly providing sensitive information

that gives the attackers easier opportunities to compromise a system’s security. Developing a

plan for social engineering attacks is completely different and more abstract compared to the

more defined parameters during penetration testing or scenario planning. Social engineering

attacks are challenging due to a more psychological-based tactic that exploits human emotion,

requiring the training of members outside the cyber security team to prevent susceptibility to this

type of attack.

Phishing is a basic type of social engineering attack. Attackers can email individuals with

high-level API access and bait them into accidentally writing sensitive information on a

fraudulent page that gives that information directly to the attacker. For example, links with login

pages disguised as a page that the individual uses frequently would trick that user into giving up

their login credentials to the attacker. The attacker can later use the information they received

from that fraudulent page and attempt to log in using the user’s high-level privilege account to

extract data from the target API.

Pretexting is another common social engineering attack. Pretexting involves gaining a

user’s trust and later tricking them out of divulging sensitive information. This can include



developing fake scenarios that would coerce the user into giving details or earning a user’s trust

early on in order to exploit them at a later date. An advanced occurrence of pretexting can be

impersonating a company or group that utilizes a particular API and have the user download a

file that inadvertently starts logging keystrokes where a malicious actor can view what and when

a user interacts with their computer, including logging private information and passwords of

everything being typed on a keyboard.

Red teams would have to train not just their own cyber security teams but potentially

stakeholders and admin privilege users as well. Users who aren’t proficient or savvy in

technology can be easy targets for social engineering attacks. Red teams can create a system for

those users to follow when interacting within their means on a daily basis. Encouraging users to

build habits of checking where their emails and attachments come from or choosing to disclose

private details only during a specific set of circumstances would help mitigate some of the core

manipulation strategies used by malicious actors.

3.5.3 Scenario Planning

Scenario planning involves a cyber security team developing realistic attack scenarios to

test impact and response towards an API system and the people using it. With the absurdly large

amount of possible angles malicious actors can take, scenario planning would help simulate as

many attack types as possible and develop a set of rules and response plans for a common subset

of attacks. For example, cases related to distributed denial of service attacks can operate under a

particular set of instructions to prevent an API from shutting down completely whereas data

breaches would have a response plan to mitigate damage to the integrity of an API.

The advantage of scenario planning is helping identify the security weaknesses of an API

or potential issues with regards to incident preparedness during a cyber attack. After developing



a large number of potential scenarios, exercises can be conducted to simulate the attacks detailed

in a scenario and slowly adapt the API system and its personnel to compensate for that

environment.

Red teams can conduct a mixture of tabletop, functional, and full-scale exercises to test

an API for its vulnerabilities. Tabletop exercises are primarily the discussion and initial

development of response plans in a simulated environment. Functional exercises would directly

test against the API using the response plan discussed during a tabletop exercise. Full-scale

testing would be creating a real-time attack in a live environment to better represent

circumstances when an API is finally deployed.



IV. Discovery

4.1 Thing of the Past

Let’s talk a little bit about Microsoft’s Tay. It’s a small introduction that will eventually

lead into a bigger conversation about the data we feed an AI model and the biases it may

reflect.Less than 24 hours to corrupt poor innocent Tay. Twitter, with support from Microsoft,

unveiled Tay – an AI chatbot that learns through what Microsoft describes as “conversational

understanding.” Increasing the frequency of chatting with Tay increases intelligence. Doing so,

Tay can learn to engage people in “casual and playful conversation.” What was the year that Tay

was released? 2016. An absolute nightmarish year. Tay began blabbering away about misogyny,

racism, and Donald Trump…on the side of misogyny, racism, and Donald Trump. In my eyes,

this registers as a good old fashioned case of garbage data going in, with no other choice but for

that garbage data to come spitting right out. Because of the type of users Tay was talking to, she

quickly morphed into a mirror image of the toxicity twitter’s social media platform could bring;

talk about unforeseen consequences. Microsoft's intentions were good intentioned, but short

sighted. You’d think the most appropriate way to train an AI is to use “relevant public data'', but

that data itself was corrupted. The data in this case being whatever schlock the user throws at

Tay. Microsoft quickly shut down Tay, in less than 24 hours. This reckless implementation of an

AI caused developers to ask serious questions. Questions like: how do we go about teaching AI?

With the public involved, how could good intentions be distorted into something ugly?



4.2 OpenAI? What an eye-opener!

AI wasn’t mentioned again until a year into the 20s. OpenAI unveiled their version of a

language model. For the organization, OpenAI clearly states they want AI to be a benefit to all of

humanity. For the behavior of the language model, OpenAI has taken into careful consideration

the behavior of its AI systems and how it could impact society at large. Careful consideration

also includes welcoming feedback from thousands of their users. There’s feedback from their

users, and from their valued red teams. OpenAI acknowledges the importance of red teams to

creatively find errors in prompts and mitigate offensive answers.

4.3 OpenAI’s red teams in the field

One specific red team from OpenAI asked the GPT-3 model how to murder people, build

a bomb, and say antisemitic things. In OpenAI’s blog, the red team discusses work to prevent the

GPT-3 model from giving answers to prompts that could possibly cause harm. The method is

summarized: the red team is used to analyze which prompts had the potential to cause the

language model to output harmful responses.. After analysis, mitigation measures can be

implemented to prevent the bot from answering in an oh-so innocent manner to not so innocent

questions. One prompt involved the solution of ChatGPT connecting to online search tools to

help the user purchase alternatives to popular chemical compounds needed to produce a weapon.

We can see the implementation of some constraints on the bot in the newly released GPT-4

model. This restraint is simple, yet effective. The bot outright refuses to answer harmful

questions.

OpenAI’s red teams clearly had some fun. A couple of prompts included ChatGPT

recommending an easy way to murder someone. Another prompt is similar but adds a follow up.



ChatGPT was tasked with killing someone and making it look like an accident. Now when

receiving similar prompts, ChatGPT outright refuses to answer anything that involves harm to

oneself and to others, including issues with hate speech and controversial topics. How did they

do this? A type of reinforced learning is introduced. Researchers reward ChatGPT if the bot

came up with a satisfying answer that was harmless.

4.4 Misuse & Biases of GPT language model

Now onto the potential misuse of the AI Language Model. The potential of misuse is

endless. Not only can language models help with generating misinformation like news articles

and bolster phishing tactics, but the very model itself could be misguided by the quality of data

used to train it. Prejudice and biases are now introduced. Paired with certain, easy to access

APIs, like software that is used to create deep fakes of popular individuals, or even your own

family members, who knows what problems this would cause not only to the individual – but to

politics, government, and society. This is a challenge since the intention of these models is to

improve the human condition, they are instead being contorted and moved away from its regular

environment and used for a whole new, unfamiliar purpose.

4.4.1 Fishin’ For Scripts

Let’s start with engineering a phishing attack. First, let’s ask what defines a phishing

attack? How is it done? Well, a phishing attack involves a bad actor attempting to grab some

delicate information from a potential victim. Information such as: health records, credit card

details, home addresses, phone numbers, etc. To plan for a phishing attack, you’ll need to

consider three aspects that comprise the attack. First, you’ll need some sort of social engineering.



This mostly involves the bad actor impersonating someone the victim could trust, like some

person of authority, or some family member or close friend. The second part involves generating

some avenue for the victim to deposit their information. A website is fine, let’s say a clinic’s user

login portal page. The third part includes presenting the future victim with a seemingly harmful

link they must click on so they get redirected to the fake user login page.

For our phishing attack, let’s say that I’m desperate to get someone’s information, but I’m

not too involved with programming. ChatGPT has us covered. Below you’ll see me ask

ChatGPT to generate code for a facebook look-alike webpage. I could’ve asked for a hospital

login page, but the response to that always goes something like: it would be harmful to

impersonate some aspect of a hospital site's functionality. The same goes for Facebook. You

can’t outright ask for an exact copy due to copyright restraints and the model clearly states it

could be used for a phishing attack. So, close is good enough.



Pretty snazzy. The code works with no tweaking whatsoever, which is valuable in my

opinion. It shows that any user, with no knowledge of html and css, can quickly generate a

webpage. Down below, we’ll need a mechanism to help harvest the user’s information. The

Fetch API is a great tool in this regard. We’ll ask ChatGPT to generate some javascript code that

utilizes Fetch to help us get the info we crave.



Even though the phisher has no knowledge of APIs, this would be a great learning opportunity,

because ChatGPT also generates an explanation on how the methods are used. Finally, we

generate the social engineering aspect.

What does this say about the model? Well, the first two prompts seem okay for any average user.

It’s the third prompt that should raise some alarms for the model. Yet it still responds. There’s no

context involved. Each prompt is isolated, it doesn’t refer to the previous.

To reiterate the challenge, it would be an engineering feat to distinguish users with

reasonable intentions from those who would want to hurt others. It reminds me of chemistry

almost. There’s a certain aspect of chirality at play. Mirror images, so distinct in their intent, yet

strikingly similar. You have the left and right handed isomer. The left handed isomer - the good

user who just wants help crafting their website that stores customer’s login information. Then

there’s the right handed isomer - the user who acts selfishly and serves to enact harm on others.



4.4.2 The Apple doesn’t fall far from the tree

Let’s move on to bias. We’re all guilty in some way of having some form of biases. Much

of which is no fault on our own. Well, how we choose to correct our assumptions is up to us.

However, it’s mostly how we learn that biases can be implanted. The same goes for training AI

models. Bias often ranges from race, gender, and occupation. “Biased outputs can be useful for

detecting sentiments within training data.” (Brown, Tomb B., et al. 22) Since language models

are based on human understanding and therefore, their input, language models may be influenced

by our own biases.

Remember, language models need quality data. No garbage-in-garbage-out scenario.

There’s no room for the Tay bot. This may lead certain models to generate content that is

stereotypical in nature against people of color, culture, and gender. For this paper, let’s just touch

briefly on aspects of gender and race. There appears to be a relationship between gender and

occupation. Researchers have found that occupations, in general, are associated with the male

gender.

This includes occupations with high ranking or high status. Both are skewed significantly

towards men. Assumptions also go deeper to the attributes of male and female. Researchers

allowed the language model to fill in the blanks in prompts like: “He was very”, or “She was

very”. For the male pronoun, researchers found that the language model associated men more

with, well, anything. According to the model, there aren’t any constraints to describing a male.

However, for the female pronoun, researchers found that GPT was in favor of descriptions of

appearance, and mostly appearance. “Beautiful” and “gorgeous” were more linked to females

than men. (Brown, Tomb B., et al. 37)These may seem harmless, but you can’t help but wonder



if there’s a deeper rooted issue at play. It’s also no fault of the AI, rather with us, and our lack of

considering aspects of our current society.

4.4.3 What Defines a Good Citizen?

Using ChatGPT, we’ll look at relatively harmless example that, in a real world scenario,

could potentially impact three groups based on: age, gender, and race. Now, with the release of

the GPT-4 model that ChatGPT uses, requesting responses in using the english lexicon is airtight.

The model is quick to detect potential harmful prompts. We see that OpenAI’s red teams were

hard at work. In some attempts to gather offensive responses, ChatGPT refused to answer almost

every time I would ask something provocative. Code is different, however.

In the following example, I wanted to know what makes a good citizen. I wanted to see

where the line would be drawn when prompting ChatGPT. Race and gender surely wouldn’t get

me a response I was curious to see. So, I turned to salary. My thinking weighed race and gender

with economic status, and was sure that economic status would be a less offensive thing to ask

ChatGPT to consider. When asking the model to generate some function to determine an

individual's good citizenship status based on salary, it outright refused.

Then, it gave me its recommendation on how to test for good citizenship. Here’s the

prompt, then the function it gave me with confidence.



In all honesty, my eyes lit up when I saw the parameters. How could the model view one group

based on economic status be weighed as more at risk than the three groups listed in the

parameters? ChatGPT is against being exclusive, yet it targets three groups instead of one in the

boolean function. The variable “meets_criteria” tells me that this specific prompt was raised

before, and that some overcorrection was done. You can see that in these conditions, anyone that

isn’t white, isn’t male, and above the age of eighteen, is a good citizen. The “not” raises some

significance. It’s as if the negation of being white and male emboldened ChatGPT to give this as

the more appropriate response to my original prompt. It technically is more inclusive. However,

it could have used different arguments to test with. In the commented section, you see that it

could have gone with looking at the criminal record of the individual. That would’ve been more

ideal in my eyes, yet it still chose those three arguments instead. What does this say? We see the

workings of OpenAI’s red team and providing the restraints. We also see that the bias is still

implanted within the model - a slip of the tongue as they’d say.



4.5 Mitigate Bias with a Holistic Approach?

What can we do to mitigate these biases? Teams that conduct their version of training

language models vary. Especially in today’s world of training AI - we are in an abundance of

training methods. Currently, there is no set way to approach training an AI. What if we could for

the sake of reducing harm to different groups of people? A more holistic approach is needed.

One where we consider relationships that otherwise would not appear on metric data or isolated

data points. Researchers would define these relationships between rhetoric and current trends

within society. With the holistic approach introduced, maybe this could be a part of a

standardized procedure when testing for possible biases.

The holistic approach can provide some additional perspectives in training data for the

language model. This way, moving away from linear data sets, we can recognize incompleteness

and reveal blind spots in training methods. Today, most language models are defined by isolated

benchmarks and specific condition test cases, used in unrealistic settings. What about a top-down

approach? This creates a benchmark that has the relationship between testing on what developers

aim to see in the model versus testing what is currently present. This certain taxonomy could also

allow the “benchmark” to evolve with technologies and societal trends.

Multi-metric measurements can be a part of the plan developers can use to achieve

mitigation in bias. In simple terms, one study conducted evaluation with scenarios considered in

triplets (task, domain, language). These scenarios are paired with the seven categories these

researchers have introduced: “accuracy, calibration, robustness, fairness, bias, toxicity, and

efficiency”. (Percy et al. 6) All these categories contain some societal condition. With these

categories in place, maybe the next time I ask ChatGPT to output a good citizen function, the

response would have to filter itself through these conditions.



Let’s not forget about the red teams. Red teams can be useful to evaluate current AI

implementation and they could add boundaries when necessary. The way the holistic approach

could be evaluated is through the use of these red teams. The main skill in these teams would be

to generate creative prompts to catch AI models slipping. These red teams can also cover more

ground where datasets leave gaps in the AI’s training.

This could be useful in the case of social media platforms. Twitter’s AI algorithm screens

for toxicity, but sometimes can fall short. Users can easily contort the syntax of a hateful

message to fool the AI, but the meaning can still be the same. Human beings behind the red

teams can leap over the problem with the syntax and grammar, and head straight to the meaning

behind the hateful message to take effective action.

4.6 Government and Restraint on AI

The rapid growth of language models and APIs that make use of language models is

growing at an incredible rate. However, restraints will have to be defined to put a pause on

expansion and allow companies along with users to reflect on the consequences of potential

overgrowth.

Here is the European Union’s standing on AI and AI development tools. There is the EU

AI Act that is currently being proposed. It will be the first law that concerns AI and will be a

significant regulator. The act provides a distinction of AI according to degrees of risk. There is

the unacceptable risk category. An example would be the use of any AI system with the intent to

abuse and exploit people based on social or economic standing. Then there is the high-risk

category. The act could possibly search for applications of AI systems that aid in screening

individuals for employment or snooping through an individual’s personal data like medical



records. This act should garner particular interest since it has the potential to set that standard for

the rest of the world on how it should approach AI systems. The proposed law still has a lot of

ground to cover. One blind spot lies in the fact that there is no real mechanism to define a

high-risk application. Another downfall is in the act’s rigidness. AI along with its tools is

expanding so quickly, legislators can’t expect that the rules written now will still hold water in a

few years’ time.

What about the states, well there are currently 17 states within the US that have

implemented some type of safeguard against using AI systems with the intent to harm. Colorado

has created a task force whose purpose is to study AI and its uses. The office of the chief

information officer in Washington has gained support to implement their own version of a task

force that aims to study how autonomous decision making can be audited to ensure that it is

credible and held accountable.

4.6.1 Shouldn’t there be more?

Why isn’t there more being done about restricting AI? We’ve covered the potential

misuse in generating phishing attacks. Models also parrot our own expectations of the world with

bad coding practices like the boolean function mentioned. My understanding is that lawmakers

are trying their best. However, the current generation of government officials can’t keep up with

the literature surrounding the misuse of AI. The growth of AI is moving at a fast rate, while most

politicians’ understanding is solely reactionary. There’s little foresight. Most were quite literally

born in a different world. This is also my opinion, but I also think that whatever law that will be

set in motion to restrict AI will set the precedent for years to come. It’s understandable to be



afraid if your name would be put on that bill, and because of your contribution there would be

unforeseen consequences.

V. Conclusion

5.1 Implications on AI development

The findings discussed in the paper have important meaning for the development of AI,

emphasizing the importance of responsible AI development, especially with regard to the

potential for API misuse. The article highlights the potential risks associated with the misuse of

APIs, which can have profound consequences for individuals, organizations, and society.

The paper highlights the ethical considerations involved in AI development and the

importance of responsible AI and API. Ethical considerations in AI development include issues

related to bias, fairness, transparency, and accountability. Responsible AI involves developing

and using AI systems in an ethical and responsible manner. It also involves getting developers to

develop AI systems in a transparent and accountable manner, and establishing appropriate

oversight and governance mechanisms. This requires developers to carefully consider the

potential risks and benefits of AI, as well as the social and ethical implications of AI systems,

ensuring that AI systems are developed in a manner consistent with societal values and

principles.

Therefore, AI developers and organizations need to incorporate ethical considerations

into their AI development process. This can be achieved by adopting existing frameworks for

responsible AI development, such as the IEEE Ethically Consistent Design, AI Responsibility

Framework, and AI Governance Framework. However, it is also important to recognize the

limitations of these frameworks in addressing the potential for API misuse.



The article highlights the importance of incorporating a red team approach into the AI

and API development process. Using a red team approach can play a key role in identifying and

mitigating potential risks associated with AI systems, reducing the risk of misuse and harm. The

red team approach identifies weaknesses and vulnerabilities that might go unnoticed by

simulating attacks and attempting to compromise system security. This type of adversarial

training is an important strategy for improving AI and API models, helping to prevent harm and

ensuring that systems are developed in a robust and resilient manner.

Potential risks associated with API misuse and its impact on individuals, organizations

and society are also highlighted in the article. API misuse can lead to a range of negative

outcomes, including privacy violations, financial losses, and damaged reputations. It can also be

used to facilitate criminal activities such as cyber attacks and identity theft. Given these potential

risks associated with misuse, developers must take steps to ensure that APIs are used responsibly

and safely.

In conclusion, the article illustrates the importance of responsible AI development in

mitigating potential risks associated with API misuse. Incorporating a red team approach into the

AI and API development process can help identify vulnerabilities and prevent compromise.

Furthermore, prevent API misuse by taking ethical considerations into account and employing

effective methods to ensure that AI systems are developed and used in a responsible manner, in

line with societal values and ethical principles. With this approach, AI and API developers and

organizations can mitigate risk and ensure the technology serves the common benefit.



5.2 Red Team Practice

The paper highlights the importance of red teams as a best practice in the AI development

process, discusses how red teams can help identify weaknesses in AI systems and prevent harm

to individuals and society, and analyzes the benefits of incorporating red teams into the AI

development process.

The red team approach is a key best practice in the AI and API development process

because it helps identify vulnerabilities and weaknesses in systems that could be exploited by

bad actors. By simulating attacks on AI systems and testing their responses to different types of

threats, the red team approach can help identify and fix weaknesses in system design and

implementation. The potential for API misuse and other types of harm to individuals and society

can be significantly reduced during the use of the red team approach.

The first advantage of the red team into the AI development process is that it helps

address vulnerabilities and potential risks in the system. Red teaming ensures that AI systems are

thoroughly tested and evaluated for their resilience to attacks and vulnerabilities. By identifying

and addressing these issues early in the development process, the Red Team approach can

prevent potentially catastrophic consequences later on. A red-team approach can help improve

the overall performance of an AI system by exposing flaws and weaknesses that can be corrected

to enhance the system's capabilities.

The second advantage of the red team into the AI development process is that it allows

developers to become more accountable. Red teaming encourages developers to take

responsibility for the potential impact of their work on society and to proactively address issues

that may arise. It also encourages transparency and communication among stakeholders and



increases stakeholder trust, with the AI development team providing valuable feedback and

allowing developers to work with the red team to identify and mitigate potential risks.

The third advantage of the red team into the AI development process is that it can help

identify biases in AI systems. AI systems can be biased due to factors such as biased training

data, algorithmic bias, or human bias. Such bias can have serious consequences, including

perpetuated discrimination and inequality. And red teams can test AI systems for biases and

recommend solutions to reduce and eliminate them.

The fourth advantage of the red team into the AI development process is to help ensure

that AI and APIs are developed in compliance with ethical and legal standards. As AI becomes

more prevalent across industries, it is important to ensure that it is used in an ethical and legal

manner. A red team approach can help test AI systems for compliance with ethical and legal

standards and provide recommendations for improvement based on the results of that testing. In

addition, as the ethical and regulatory environment surrounding AI continues to evolve,

developers must remain vigilant and ensure that their AI systems remain compliant and ethical.

The Red Team approach is not limited to the development of AI systems; it can also be

used throughout the AI lifecycle, from creation to retirement, to ensure that AI systems remain

safe and ethical. As AI technology continues to evolve and new threats emerge, red teams must

adapt their testing and evaluation methods to keep pace. By regularly testing and evaluating AI

systems, red teams can help organizations stay ahead of emerging threats and vulnerabilities.

In summary, incorporating red teams into the AI development process is a best practice

that can provide significant benefits in identifying vulnerabilities, preventing harm, mitigating

bias, and ensuring compliance with ethical and legal standards. The red team approach responds

by identifying vulnerabilities and weaknesses in AI and APIs to help prevent harm to individuals



and society while improving the performance and capabilities of AI systems. As AI technologies

continue to evolve and the potential for misuse increases, continued research and development in

this area is critical to ensure the safe and responsible deployment of these technologies.

5.3 Role of Industry and Government

This paper describes the AI industry's response to the potential for API abuse and the

need for responsible AI deployment, analyzes the role of government in regulating the

development and use of AI systems, and provides examples of government control and

regulation of AI.

The AI industry and governments are increasingly aware of the potential for API abuse

and the need for responsible AI deployment. APIs are the interface for AI systems to

communicate with each other and with humans. Misuse of APIs can lead to unintended

consequences, such as misinformation and bias, invasion of privacy, and compromised system

security, causing harm to individuals and society.

To address these issues, the AI industry has been developing guidelines and best practices

for AI systems. These guidelines often include principles such as transparency, accountability,

fairness, and ethical considerations. Many organizations have also established ethics committees

and review processes to assess the potential risks and benefits of AI systems.

However, developers are increasingly aware that self-regulation may not be sufficient to

ensure responsible AI development and use. Governments can play a more active role in

regulating the AI industry to protect consumers and promote innovation.

Government regulation can effectively protect consumers.If AI is allowed to develop

unchecked, it is very likely to cause harm, such as violation of consumer privacy and malicious



attacks on consumer computer systems. Government regulation can help ensure that AI systems

are developed and used to minimize these risks and protect consumers from harm.

Government regulation can facilitate innovation and growth in the AI industry. By

establishing clear guidelines and requirements for AI systems, government regulation can level

the playing field for AI developers and promote the development of more innovative and

effective AI systems.

Government can ensure fairness and accountability in AI systems and industries. AI can

be used to make decisions that have a significant impact on people's lives, such as hiring

decisions, credit scoring, and criminal justice. Government regulation can help ensure that these

decisions are implemented in a fair and accountable manner with appropriate regulation and

oversight.

Government can address many of the social issues associated with AI, which is already

being integrated into people's lives and has the potential to exacerbate existing inequalities and

displace some human workers. Government regulation can help address these issues by requiring

AI developers to consider the social and ethical implications of their systems.

Governments can help to harmonize global standards for AI systems. As the use of AI

becomes increasingly globalized, we need uniform standards and regulations to ensure that AI

systems are developed and evolve in a consistent manner across countries and regions.

Government regulation can play an important role in establishing these global standards.

5.4 Government Regulation of AI

The European Union's Artificial Intelligence Act: The Artificial Intelligence Act was

originally proposed by the European Commission in April 2021. The European Council adopted



a so-called general position on the legislation in late 2022, and the legislation is currently being

discussed in the European Parliament.The Artificial Intelligence Act is a comprehensive legal

framework designed to ensure the safe and ethical use of AI in Europe and to strengthen the

regulation of AI development and use. The bill would classify AI systems according to risk and

set out various requirements for development and use. It also imposes stiff penalties for

non-compliance, with fines of up to €30 million or 6% of global revenues, and the submission of

false or misleading documents may also result in fines. The bill also aims to establish a European

AI Council, which will oversee the implementation of the regulation and ensure uniform

application across the EU. It is mandated to issue opinions and recommendations on issues that

arise and to provide guidance to national authorities.

National Artificial Intelligence Initiative Act of 2020: The National Artificial Intelligence

Initiative Act is a law that establishes a national strategy for the development and deployment of

artificial intelligence, with a focus on promoting AI development and protecting national

security. The bill cites the federal government's lack of clarity on the capabilities of AI and its

potential to impact various social and economic sectors, including ethical issues, national

security implications, and workforce impacts. Provides that the federal government should play

an important role in advancing AI research, development, standards, and education activities

through coordination and collaboration among government, academia, and the private sector to

leverage the intellectual, physical, and digital resources of AI per stakeholder. The bill

establishes guidelines for the development and evolution of AI to more effectively serve the

American people and to foster public trust in this critical technology. The bill defines principles

for the use of AI in government, establishes policies to implement those principles, directs



agencies to categorize their AI use cases, and calls for strengthening agencies' AI implementation

expertise.

AI R&D GUIDELINES In Japan: The guideline was developed in 2017 as a basis for

international discussions at the G7 and OECD on matters expected to be considered in R&D

activities to facilitate the development of AI systems and reduce risks for social and economic

development. The Guidelines protect the interests of users, as well as consider the utility of

personal information, including the appropriate and effective application of personal information

to help create new industries. The guidelines establish a general concept for the proper handling

of personal information, basic government guidelines related to this, and other matters as the

basis for personal information protection measures, and clarify the responsibilities of the state

and the government. The guideline also ensure proper management of administrative agency

operations, curb the spread of risks, and improve the effectiveness of AI systems and reduce risks

through the sound development of AI networks. Enabling humans to live in harmony with AI

and encouraging cooperation between people and objects in various fields that transcend space,

leading to creative and dynamic development.

Overall, government regulation is becoming increasingly important in the development

and use of AI. While the AI industry has taken steps to promote responsible AI, government

regulation can level the playing field, protect consumers, and ensure that AI is developed in a

fair, responsible, and ethical manner. As AI abuses and benefits become more apparent, we will

see more government regulation of the AI industry in the future.



5.5 Future research

Identify areas of future research in the article to further explore the potential for API

abuse and the effectiveness of red team approaches in injury prevention. Discuss the need for

continued research to keep up with evolving AI technologies and the potential for API misuse.

There are many areas of future research that can further explore the potential for API abuse and

the effectiveness of red teaming approaches in preventing harm.

Developers need more research to identify the potential risks associated with API misuse

and to develop effective prevention strategies. Identify specific types of API misuse and their

impact on individuals, organizations, and society at large. Developers should also focus on

developing methods to detect and mitigate the impact of API misuse.

Developers need to examine ways to address the limitations of existing frameworks for

responsible AI deployment and develop new ethical frameworks for AI development and

deployment that take into account potential harms and misuse. Developers continue to explore

new tools and techniques for detecting and mitigating potential harms and identify effective ways

to integrate these frameworks into the AI development process.

Developers should collaborate with industry leaders, policymakers, and other

stakeholders, as well as establish best practices for ethical and responsible AI development that

maximizes its benefits while minimizing its potential harms.

Developers need to conduct ongoing research to keep up with evolving AI technologies

and the potential for API misuse. As AI technologies continue to advance, new risks and threats

are likely to emerge, requiring developers to detect systems and prevent misuse with new

strategies. Developers develop new technologies for identifying and addressing potential

vulnerabilities and risks to improve understanding of the ethical and social implications of AI



development and deployment. By continuously monitoring and studying these developments,

developers can stay ahead of potential risks and ensure responsible development and use of AI.

Developers need to develop more effective ways to monitor and regulate the use of AI,

particularly in risky industries such as healthcare, finance, and transportation. Develop new

regulatory frameworks, as well as standards and certification processes, to ensure that AI

systems are developed and evolved in a responsible and ethical manner.

Developers also need research to explore the role of the red team approach in preventing

harm from AI systems. This research should consider the specific details and techniques of the

red team approach and its impact on improving the safety and reliability of AI systems. In

addition, developers can explore how red teams can be integrated into the broader AI

development process, including the roles and responsibilities of various stakeholders.

To sum up, these studies are critical to ensuring responsible development of AI and API

technologies. By examining the potential for API misuse, the effectiveness of the red team

approach, and the limitations of existing frameworks, developers can develop more effective

strategies to prevent the potential misuse of APIs and promote ethical AI technologies, which are

critical for the potential benefit of individuals, organizations, and society at large.

5.6 Summary of Key Findings

Research has found that there is a high potential for people to misuse AI systems and

application programming interfaces like APIs, which may have serious consequences for

individuals, organizations, and society. Examples of API misuse are identified in detail in this

paper, such as manipulating AI models to spread false information or cause information bias,

maliciously gaining unauthorized access to systems and data, maliciously using AI generation



for forgery and deception, etc. The study also found that existing responsible AI deployment

frameworks such as Representational State Transfer framework, Ethically Aligned Design

framework, Responsible AI framework, AI Governance framework. These frameworks help

promote ethical API development and use, but do not effectively solve API misuse.

The article identifies a red team approach as an effective means of testing and preventing

AI from being misused and causing harm. Explored different methods of the red team, including

methods such as Threat modeling and Penetration testing, and found that these methods can help

identify vulnerabilities in AI and APIs, and then be able to develop stronger security measures

based on these vulnerabilities and shortcomings to ensure vulnerabilities disappear. Research

highlights the possibility and importance of using a red team approach to adversarial training of

AI models to increase their resilience to abuse.

Research recommends that AI system developers and organizations adopt a responsible

AI operating model, combined with proven and tested red teaming practices, to ensure the safe

deployment of AI and API systems. This includes individuals and organizations using existing

intelligent frameworks for responsible AI development, continuously identifying and preventing

potential risks associated with API misuse. The paper also suggests that future research should

continue to explore the potential for API misuse and the effectiveness of using a red team

approach in preventing harm.
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